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Overview of Cluster Analysis 

1. Cluster Analysis: 

“The process of grouping a set of physical or abstract objects into classes of similar objects is called 

clustering” 

A cluster is a collection of data objects that are similar to one another within the same cluster and 

are dissimilar to the objects in other clusters. 

2. Types of Data in Cluster Analysis 

 

 

 

2.1 Interval-Scaled Variables 

Interval-scaled variables are continuous measurements of a linear scale. Typical examples include 

weight and height, latitude and longitude coordinates (e.g., when clustering houses), and weather 

temperature 

Standardise the values using z-score normalization (see following formulas) 
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2. Binary Variables 

A binary variable has only two states: 0 or 1, where 0 means that the variable is absent, and 1 means 

that it is present.  

 If all binary variables are thought of as having the same weight, we have the 2-by-2 contingency 

table 

where q is the number of variables that equal 1 for both objects i and j,  
r is the number of variables that equal 1 for object i but that are 0 for object j, 
 s is the number of variables that equal 0 for object i but equal 1 for object j,  
 t is the number of variables that equal 0 for both objects i and j.  
The total number of variables is p, where p = q+r +s+t 
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The dissimilarity based on such variables is called asymmetric binary dissimilarity, where the number 

of negative matches, t, is considered unimportant. 

 

 

 

3. Categorical, Ordinal, and Ratio-Scaled Variables 
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Categorical Variable 

A categorical variable is a generalization of the binary variable in that it can take on more than two 

states. 

 For example, map color is a categorical variable that may have, say, five states: red, yellow, green, 

pink, and blue. 

Let the number of states of a categorical variable be M. 

The dissimilarity between two objects i and j can be computed based on the ratio of mismatches: 

where m is the number of matches (i.e., the number of variables for which i and j are in the same 

state), and p is the total number of variables. 

 

Dissimilarity between categorical variables. Suppose that we have the sample data of Table 7.3, except 

that only the object-identifier and the variable (or attribute) test-1 are available, where test-1 is 

categorical. 

 

 

Since here we have one categorical variable, test-1,  so that d(i, j) evaluates to 0 if objects i and j 

match, and 1 if the objects differ. Thus, we get 
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Ordinal Variables 

A discrete ordinal variable resembles a categorical variable, except that the M states of the ordinal 

value are ordered in a meaningful sequence. 

y. For example, professional ranks are often enumerated in a sequential order, such as assistant, 

associate, and full for professors. 

 

 

 

Example 

There are three states for test-2, namely fair, good, and excellent, that is Mf = 3. For step 1, if we 

replace each value fortest-2 by its rank, the four objects are assigned the ranks 3, 1, 2, and 3, 

respectively. Step 2 normalizes the ranking by mapping rank 1 to 0.0, rank 2 to 0.5, and rank 3 to 1.0. 

For step 3, we can use, say, the Euclidean distance , which results in the following dissimilarity matrix: 

 

Ratio-Scaled Variables 

A ratio-scaled variable makes a positive measurement on a nonlinear scale, such as an exponential 

scale, approximately following the formula AeBt or Ae−Bt 

Apply logarithmic transformation to a ratio-scaled variable f having value xi f for object i by using the 

formula yif = log(xif). The yif values can be treated as interval-valued 

Example: 

This time, we have the sample data of Table 7.3, except that only the object-identifier and the ratio-

scaled variable, test-3, are available. Let’s try a logarithmic transformation. Taking the log of test-3 

results in the values 2.65, 1.34, 2.21, and 3.08 for the objects 1 to 4, respectively. Using the Euclidean 

distance on the transformed values, we obtain the following dissimilarity matrix: 

 


